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Abstract. Worldwide, a significant concern of universities is to reduce
academic dropout rate. Several initiatives have been made to avoid this
problem; however, it is essential to recognize at-risk students as soon as
possible. In this paper, we propose a new predictive model that can iden-
tify the earliest moment of dropping out of a student of any semester in
any undergraduate course. Unlike most available models, our solution is
based on academic information alone, and our evidence suggests that by
ignoring socio-demographics or pre-college entry information, we obtain
more reliable predictions, even when a student has only one academic
semester finished. Therefore, our prediction can be used as part of an
academic counseling tool providing the performance factors that could
influence a student to leave the institution. With this, the counselors
can identify those students and take better decisions to guide them and
finally, minimize the dropout in the institution. As a case study, we used
the students’ data of all undergraduate programs from 2000 until 2019
from a public high education university in Ecuador.

Keywords: Data mining - Dropout prediction - Early detection - Algo-
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1 Introduction

Worldwide, one main concern in all Higher Education Institutions (HEI) is stu-
dent dropout [12,19]. For instance, according to the Organization for Economic
Cooperation and Development (OECD), the dropout rate is about 24% [18].
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In the specific case of Latin America, the World Bank reports a similar rate
than the OECD with a 22% dropout rate [14]. Some proposals to solve this
situation have been, among others, offering students an introductory orienta-
tion phase [25], offering financial aids or scholarships [11], and use ICT in their
University Tutorials Systems [8]. Nonetheless, the overarching strategies and the
funding programs on academic success do not sufficiently reduce the academic
dropout. It is vital to recognize at-risk students before dropping out.

The available data about students’ academic performance, creates an oppor-
tunity to identify what factors affect student dropout and take preventive mea-
sures to solve this problem. This is the reason why studies have been done using
prediction algorithms to solve this situation [6,21]. In the case of Latin America,
there are not many studies in this area. However, when found, these are confined
to: a) identify attrition through descriptive statistics [17], b) study only the first
years of student study [5], ¢) focus on a specific undergraduate program [15] or a
courses [13] and, d) use a different type of variables such as academic and socio-
demographic data, which results in over-fitting or biased results due to the large
number of variables [23]. Moreover, the studies do not specify the input char-
acteristics, causing that the models can not be replicated. This study addresses
the problems above by proposing a predictive module considering the academic
history of students throughout their undergraduate programs with a strong em-
phasis on analyzing which input variables have the most substantial influence on
predicting dropout. A case study is presented in a Latin American institution
of higher education where the model was tested, scaling it to all undergraduate
programs. This model will help as input for the Early Warning Systems (EWS)
dashboards to be developed in the Learning Analytics area.

The rest of the paper is organized as follows. Section 2 provides a brief
overview of the relevant literature. Section 3 describes the data used in our
predictive model and summarises our work. Section 4 shows the experimental
results from the study. The discussion about our work is presented in Section
5. Finally, Section 6 draws conclusions from this analysis, and suggests possible
directions for future work in this area.

2 Related Work

When it comes to input variables to predict dropout, there are different models
and input features found in the literature, some focused on analyzing a single
type of data, while others mix different groups of data.

Regarding a single type of data, for example, in studio [22], the authors
used psychosocial variables with a statistics model on 690 students, and the
results ranged from 11.8% to 22% of the variance. The studio of [24], focused on
analyzing academic data such as the first partial grade and the percentage of non-
attendance accumulated of 171 students. Unfortunately, the prediction rate is no
mentioned. The study of [16] combined intelligence, personality, and motivational
predictors in 137 students and the results showed 33% of the variance in GPA
and 30% of the variance in time to graduation.
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In terms of mixing different groups of data, in [4], the authors used demo-
graphic, pre-college entry information, and complete transcript records of 69,116
students, generating a total of more than 700 features and had an accuracy of
66%. In [3], the authors used the Cox proportional hazards model with different
groups of variables, such as demography, family history, financial information,
high school, college enrollment and semester credits of 11,121 students. The pre-
cision of its model ranged between 71% and 82%. In [15], the attributes used
were about the student’s behavior in the first part of his undergraduate pro-
gram of 498 students, ignoring classical attributes. The precision of their models
ranged between 74% and 78%. Another predictive model, as well as an EWS,
is presented by [5], which only uses academic performance and data gathered of
LMS, the precision ranges where from 79% to 92%.

While all of the above models are accurate in their contexts, they are not
scalable because they use small samples, only use the first academic years, or
focus on specific fields or undergraduate programs. Moreover, a mix of different
variables, such as psychological, demographic and academic, could cause biased
results or less accuracy prediction. Besides, certain models cannot be replicated
because the variables are not specified but rather mentioned in a general way.
Therefore, a model that can be scalable and replicable is needed to understand
the student’s path from beginning to end and consider variables that cause an
impact on learning performance.

3 Case Study

The study took place in Escuela Superior Politécnica del Litoral, ESPOL, a
public engineering-oriented university located in Ecuador. The model was im-
plemented in Spyder?, an open-source platform, and we used Python V3.7 as
programming language and made use of the Scikit-learn library, an open-source
library implements many machine learning algorithms. The proposed model and
each of its phases is described below.

3.1 Data set

The information was provided by the Information Technology and Systems Man-
agement®. For the model, we considered the bachelor’s degree in Industry En-
gineering, which has 753 students enrolled from 2000 until the first semester
of 2019. This is one of the undergraduate programs with the most significant
number of students enrolled during this period. The years selected were used as
boundaries to allow five years of full studies from the time the students began
their first academic semester until obtaining a professional degree.

3 https://www.spyder-ide.org/
* https://www.serviciosti.espol.edu.ec/
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3.2 Pre-processing

This phase focused on the information acquired, with the purpose of generating
consistent data that could be used for the algorithm. The data was categorized
as follows: socio-demographic data of the student (gender, marital status, em-
ployment status, city of residence, among others), data about the undergraduate
program (number of total credits, code of the course, among others) and data on
the student’s performance (courses taken, state of the course, number of times
the course has been taken, GPA, credits of the course, among others). During
the pre-processing phase, cleaning, transformation and integration procedures
were performed due to the origin of the information.

A recognition process was carried out, in which the academic terms were ap-
propriately identified because the period of study varied depending on the term.
Therefore, the periods were the first and second term, also called ordinary peri-
ods, and third term also called extraordinary period. For the predictive model,
ordinary periods were selected as they had the same duration. Subsequently,
we enumerated the semesters in which students had been studying with their
respective academic record, in order to execute the analysis per semester.

After the pre-processing, the most representative academic performance vari-
ables were calculated and used as inputs for the model, which are detailed in
Table 1. Besides, Section 4.1 explains the reasons why the model uses academic
information alone, and discards socio-demographics information. Other indica-
tors as undergraduate program performance indicators per semester were calcu-
lated in order to obtain additional information to compare the results gathered
from the prediction.

Table 1. Learning indicators for the model

ID Description

Average number of subjects taken per semester during
the years of study

Number of times of second enrollment in a subject
after failing the first time

Number of times of third enrollment in a subject

after failing the second time

The period in years that the student takes to return
to study

V5 |GPA average of all subjects

GPA average of subjects

taken in the current undergraduate program

GPA average of subjects with number of credits greater
V7 |than zero, penalized for the number of times

the subjects are taken by the student

V8 |Ratio of the approved subjects taken by the student
V9 |Ratio of the failed subjects taken by the student
V10|Ratio of the canceled subjects taken by the student

V1

V2

V3

V4

V6
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3.3 Desertion alert algorithm solution

For this preliminary work, we define the concept of academic dropout when a
student has not been enrolled in any course for some time since his/her last
registration. Based on ESPOL’s internal guidelines and regulations®, the period
is five years. Therefore, those students have a dropout value equal to one. On the
other hand, students who graduated had a dropout value equals to zero. Also,
students with 90% of their undergraduate degrees completed are assigned with
dropout equal to zero. This percentage based on other studies [2], which indicated
that people with this advanced level abandon their undergraduate degree for
reasons outside their academic performance. Thus, dropout is considered as a
single, binary outcome feature. As a classification problem, we used the Random
Forest Classifier (RFC) algorithm [7]. This is a well-known tree-based learning
algorithm, known for its low tendency to over-training and its high accuracy.

After pre-processing, the process started with the dropout assignment equal
to one or zero, according to the definition of academic dropout indicated above.
Subsequently, the semester selection was made cumulatively. This means, se-
lecting the academic history of all students in their first semester and enter-
ing this data into the model; then, selecting the students in their first and
second semesters and entering this data into the model; and so on, until the
fifth semester, which represents two and a half years of studies. After the fifth
semester, the evaluation of all students who had more than five semesters in
their undergraduate programs was carried out. In Ecuador, according to [9], the
average of student dropout occurs between the second and third year of the
studies.

Every group of semesters was used to calculate the academic performance
indicators, and consequently, define the set of data that was taken for the train-
ing and testing. The training data was built with the group of students whose
dropout was previously defined, and the algorithm was trained; while, for testing
data, the set of students who did not have a dropout defined was considered.

In general, high probability values mean that the student has a high proba-
bility of dropping out of the undergraduate program, while low values indicate a
high probability of finishing the degree. Fig. 1 depicts the steps that were carried
out to produce meaningful information.

4 Results

4.1 One degree

For data acquired from the bachelor’s degree in Industry Engineering, we ap-
plied a correlation matrix to analyze how the different variables were affected
within the proposed model. As consequence, the socio-demographic variables
were discarded, such as gender, married status, school type, and work status,
because this variables had a correlation coefficient lower than 0.1; therefore, were

® http://reglamentos.espol.edu.ec/
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| Evaluation of results

Fig. 1. Predictive model

not included into the model. Additionally, we use the RFC with the following
parameters: number of trees equal to 300, depth of trees equal to 6, minimum
number of samples required to split equal to 6, minimum number of samples
required to be at a leaf node equal to 7. These parameters were chosen based on
the results in accuracy when the model was applied to our testing set with an
accuracy of more than 95%.

In order to evaluate the effectiveness of the proposed algorithm, accuracy,
area under curve (AUC), Fl-score, recall and precision were used as evaluation
criteria. Accuracy is the proportion of correct prediction of dropout. Precision
is the proportion of dropout learners predicted correctly by the classifier. Recall
is the proportion of dropout learners predicted correctly by the classifier in all
real dropout learners. F1-score is the harmonic mean of precision and recall [10].
Table 2 presents the results of the evaluation criteria per semester of the predic-
tive model based on the variables described in Section 3.2, for the undergraduate
program selected.

Table 2. Evaluation criteria per semester

Semester| AUC|Accuracy| F1 |Recall|Precision
1 0.997 99%  10.928| 0.928 0.928
0.995 96%  10.948| 0.915 0.984
0.994 96%  |0.925| 0.911 0.939
0.972 91%  |0.904| 0.863 0.95
0.996 97%  10.937| 0.937 0.937
>5 0.996 98%  10.966| 0.96 0.972

Y | W N

4.2 Scalability

It was decided to scale the model for all undergraduate programs that are dic-
tated in ESPOL. The data selected from 2000 until the first semester of 2019
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has a total of 29,983 students. Due to the time of the selected data, there were
some changes in denomination codes of undergraduate programs. Nevertheless,
the essential structure of the undergraduate programs had been preserved. With
the purpose of scalability, a process of unifying undergraduate program codes
was carried out to avoid the loss of information.

A total of 65 undergraduate programs were predicted within the model. The
model predicted the dropout degree by degree, and as explained before, every
group of semesters was used to calculate the academic performance indicators,
and consequently, define the set of data that was taken for the training and
testing. In this way, in parallel to testing our proposal, we proved that socio-
demographic data are unnecessary for dropout prediction, and eliminate typical
biases from the learning process. A summary of the five evaluation criteria of the
model for the 10 undergraduate programs with the largest of number of students
enrolled are shown in Table 3.

Table 3. Prediction accuracy for the undergraduate programs with largest number of
students enrolled between 2000 and 2019

Degrees |[AUC|Accuracy| F1 [Recall|Precision
BIBIMBM|0.997 99%  10.929| 0.929 0.929
CI004 0.996 97%  ]0.938| 0.938 0.938
CI005 0.997 98%  10.966| 0.960 0.973
CI008 0.994 92%  10.929| 0.929 0.929
CI009 0.998 98%  10.975| 0.975 0.975
CI013 0.993 97%  10.959| 0.935 0.983
CI020 0.996 99%  10.989| 0.979 1.000
ECCBA |0.973 99%  10.940| 0.986 0.899
INACP 0.993 97%  10.934| 0.949 0.918
INALL 0.980 98%  10.902| 0.974 0.841

5 Discussion

Our proposed model was based on academic data alone and the analysis of the
academic semesters of students throughout the student’s undergraduate pro-
gram. The initial results indicated a strong signal in the use of data purely
academic for predicting student dropout, with an accuracy of more than 95%.
In addition, the experimental results proved the effectiveness and scalability of
our algorithm due to the different numbers of students enrolled.

Unfortunately, these results can not be compared with similar studies that
have only used academic data as well because of the following reasons. First, the
prediction model focuses on the first semesters only [1], while ours studies the
student throughout his/her undergraduate program. Second, the variables are
not the same. For instance, in [15], the authors used three academic variables,
but the studio considered the fees deadline as academic indicator, while we used
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in our model data purely academic. Third, we tested our model in different
undergraduate programs. Meanwhile in [4] used one undergraduate program.

We also acknowledge the limitation that prevents us from generating a bet-
ter model. These limitations arise from the data gathered. Although, it is true
we only focus on the use of academic data for the model, it should be noted
the importance of the students’ financial status, because this factor is one of
the motivation behind students’ decisions to stop their studies [20]. Thus, our
limitation is because the students’ financial status was calculated in ESPOL
using differed range values for students from 2000 until 2014 and for students
from 2015 onwards. Another limitation is when students withdraw for a period
of time and their undergraduate programs change the assigned code, so when
they return to their studies, they are registered into the database with the new
undergraduate program code, but with all their academic records as a single
semester. The portion of this student population with more than 10 subjects
taken was 6%. This limitation was addressed considering as maximum average
7 subjects taken per semester.

6 Conclusion and future work

Dropout prediction is an essential prerequisite to make interventions of at-risk
students. To address this issue, we proposed a predictive model, which used aca-
demic data alone and analyzed the information semester by semester to obtain
more reliable predictions. Besides, it was able to identify the earliest moment of
dropping out of a student. To the best of our knowledge, this is the first proposal
of a predictive model able to predict even for students who have just finished
their first semester.

Our model was also tested with real data of ESPOL and was also applied
to other large data sets of the different undergraduate programs. Experimental
results showed that our model has better results than existing proposals in terms
of input features and accuracy. Therefore, we have proven that our model allows
to predict with sufficiently high accuracy but, at the same time, can predict the
intention of dropping out early enough, so that some corrective actions can be
attempted.

Additionally, the fact that the variables that worked are specifically men-
tioned can help other universities to replicate this model or adapt it to their
needs.

Our future work aims to make technical improvements to our prediction
model and use other machine learning algorithms to compare them as other re-
searches do. Furthermore, we plan to use this model in postgraduate programs
and in academic data sets from other types of universities where attrition rates
tend to be much higher. Additionally, we are currently working on a visualiza-
tion prototype to integrate the results of the predictive model into the Academic
Counseling System. Using visualization techniques with explanatory models, al-
lows counselors to have the opportunity to identify those students who have the
possibility of an early dropout, and be able to adapt a recommendation strategy
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to minimize the risk of failure of a student. Lastly, we plan to analyze and vi-
sualize which input variables have the most substantial influence on predicting
dropout.
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